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¢ The correlation coefficient » measures the degree
of clustering about the SD line.

e If » =10r r = -1 then all the points are on the SD
line.

e The goal of regression is to estimate the average of
all of the y-values associated with a given x-value.

/R



e SD LINE: Contains the point (4V,,4V,) and has slope

SD,
SD

- EQUATION OF SD LINE:

SD
y—AVy=(iEBf](x—AVx)

e REGRESION LINE' Contains the point (4V,,A47,) and

SD,
SD

EQUATION OF REGRESSION LINE:

x-AV,

8D
y—AVy=[r-s—z>f)(foVx) or y = (r-8D,)(Z=55~*) + 47,

e Six Step Method To Find A Regression Estimate:

1. What is the independent (prediction) variable?
2. What is its value?

3. Change its value to standard units.

4, Multiply by r.

5. Multiply by SD, .

6. Add AV,
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' The regressfon line (golid)

' ai—the SD line

+—the régression line
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THE REGRESSION EFFECT
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The Regression FALLACY

Attributing the regressmn effect to somethlng other
-‘:than chance error o ol © - .

Example: A group of people get their blood pressure
measured. Those that have high blood pressure return and
have their-blood pressure ineasured again. We expect their
. second measurements to have a smaller average than their
first measurements, due to the regression effect. Attributing

this apparent drop to a change in behawor is the regressnon,_

-fallacy

S Lkt Coomrs




THERE ARE TWO RBGRESSION LINES 175

Example 3.  1Q scores are scaled to have an average of about 100, and an
SD of about 15, both for men and for womien, The correlation between the IQs of
husbands and wives Is about 0.50. A large study of families found that the men
whose IQ was 140 had wives whose 1Q averaged 120. Look at the wives in the
study whose IQ was 120, Should the average IQ of their husbaids be greater than
120? Answer yes ar no, and explain briefly, :

Solution. No, the average IQ of ther hustiands will be around 110, See
figure 9, The families where the husband has an IQ of 140 are shown in the vertical
strip, The average y-coordinate in this strip is 120, The families where the wife has
an IQ of 120 are shown in the horizontal strip. This is a completely different set of
families, The average x-coordinate for points in the horizontal strip is about 110,
Remomber, there are two regression lines, One line is for predicting the wife's
IQ from her husband's IQ. The other line is for predicting the husband’s 1Q from
his wife's,

‘ re, ¢~
Figurc 9. The two regression lines,
Hueband's 1Q Regression line For
e 140 hueband's [Q on wife's 1Q

\ e
‘ ' A 1fe! , Regression
g /i’ \ \er:flglo o line far
M ~ ] & .-.: wife's1Q
$ N on
s § husband's IQ
' Aye y =120

o '

Husband's [Q Husband's 1Q



Review for Quiz 4
1,078 Pairs of Fathers and Sons

X Average height of fathers = 68 inches, SD ~ 2.7
Y Average height of sons ~ 69 inches, SD ~ 2.7
r=~0.3
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What does the correlation coefficient measure?
The Adegrey 7 clus /@7//11 2 ot the 30 hin €, £ fre j/rm? A
What is the point'of averages? i? ‘A é // e
(Ady AVV) = (68,47) nklalomehip.
What is the slope of the SD line?
+ f’ﬁ_ﬁ = /

1Dy
Find the equation of the SD line.

g-y, c m {,(»)(,) lj"éq =/ (X“é?)

7l 9 = X +/



Estimate the height of a son whose father is 70 inches tall.

1. dather’s heght ,
’ 7 5 (q?,7)/.37) = /

Q. 70
Jd. r-¢8 = 7y 4 69 41 = /-‘757
07:7 e

g, (.5)07y)= ,3)

Estimate the height of a son whose father is 64 inches tall.

I 44 then 5 hergh? ¥ (1)~ 7) = —a

2 &Y

1 b o = s ¢. 49 +(-3) = 47]
vy o

b (g \(-net) = =0

The regression estimate is an estimate of what quantity?

The APNAY /7,1 )l ¥he a;ww/,w& ;Qﬁfa A (UP?;',.’-'M 'i:c-g

Find the equation of the regression line. % (./,-«ﬂ_-;’}z.{( _

ﬁl//&?‘. f(«'f,i?) Y9, = m /)(-)(/}
/ ‘ Jl? - = g
Jlipe 3.33 = 4 y-¢9 = 4 [X—65)

gz Ly +15”

Use the regression line to estimate the height of a son whose father is 72 inches
tall‘

whew X= 74
| : /
= L (m)t35 =/7/ /
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Chapter 11: The R.M.S. Error for
Regression

A

i Errors:

Ahag a large positive error
B has a large posltive error
C has a negative error

D has a negative error

E has a positive error

81 64 0 70 78 ) a2
HEIGHT (INCHES)
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The r.m.s. error is the r.m.s. size of the errors.

The r.m.s. error measures how good a prediction
is. It says how large the errors are likely to be.

To calculate the r.m.s. error use the following
shortcut: | S |

r.m.s. error = \(1 —r2) (SDy)




Example 1: For the men aged 18-24 in the HANES sample, the
. relationship between height and systolic blood pressure can be
summarized as follows:

Average height = 70", SD‘1= 3”
Average b.p. = 124mm, SD ~ 14mm

re0.2.
a) Estlmate the average blood pressure of men who were 6 feet tall
Akt g -0 s
¥4 /e
s f/'r')l-./a)

7, W =10 = J

e : - = -/,5¢6
b) Flnd the r.m. sj error of the prediction ¢ Y + /,,‘ 5

=t oy = 13,7

I Idun §10€ 0 Sake 1Y mm
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If the scatter diagram is football-shaped, the
r.m.s. error is like an SD for the regression
line. I |

_,..-'*"/1\

|- - : Two
——— . nms.
T O,gz e, errore
eejoll “.ne = U Sjon ! :1
Regress! : One .rm.s. Regres | Two
88% " S it CRIESE 95%4 1. rmes,
—— jerrors
L — _ = _ —-"\
——

68% of the dlot's,-fail between the line £ 1 r.ms, error
95% of the dots fall between the line £2 r.m.s. errors
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FINAL -

: Oner.m.s. error up and down

80 . 60 400
MIDTERM

Two r.m.s. errors up and down

95%

MIDTERM

5



If the scatter diagram is football-shaped the r.m.s.
error says how far a'typical point is above or below
the regression line. It gives us a give-or-take
number for our estlmates

Example 2: o ‘
Midterm: . ave= 65 SD=16 . r=0.7
Final: . ‘ave = ='60 SD =10 .

Estimate the final exam score for someorie who got 81 on the midterm
and put a glve-or-iake number on your estlmate - :

16
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If the scatter diagram is football-shaped, the r.m.s. error
can be used likean- SD for the regression line.

Approxnmately 95% of the pomts will be between -
B ‘regression estimate — 2(r m.s. error) .
and . regression estimate + 2(r.m.s. error)

Examp_l'e 3: - . |
Misterm: " -/ ave =.65"- . sD=18 - =07

Estlmate thefi nal exam score for s,omeone who got 81 on the midterm.
Would you be surpnsed to hear that the student scored 707 How about
77?2 607




| | Residuals

The residual says how far the point is above or
below the line. To see if the scatter diagram is
football-shaped, we plot the residuals

Figure 5. Plotting the residuals,

"B xI . Equal heiah@:isD
+1

* R
' ' o e— |
T3 2 3
4 X : { x .
II —1 . .
=ty
Scatter diagram B Residual plot

and resi-essioij line

8



Residual plots make it easier to see if the scatter

diagram is football-shaped Is this one football-

shaped?

Figure 6, A residual plot, The scatter dnagmm at the la‘h shows rhe

heights gud wenghls of the 471 men age 13-24 in the HANESS -sample,
with the regresmon line. The tesidval plot is shown at the right, There is no

,ttcnd or pattern in tho residuals,
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If the residual plot has a pattern the
regressnon mlght not be appropnate

. thurc 7. A residual plot with a strong pattem It may have been a mis-
take to ht the l'egression line,

0
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3 A,football-shayed scatter diagram is said to be

“ Aemggedasire " A scatter-diagram that has
more variability on one side is said:to be
“he Fesprc ednsts e ", Which is this?

"

EQUCATIONAL LEVEL (YEARS)
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The r.m.s. error is only approprlate for
$204hnt! - shage!  scatter diagrams.
(////lp A )

If you don’t know what the scatter diagram
looks like, it'is dangerousto do the -
regression. In this case, you ‘have to assume
that it is football-shaped and if this
assumptlon is mcorrect your.answers may
not be accurate.
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Normal Approximation In A Vertical Strip
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New averuge

Ruw..,‘éb

NEW AVERAGE =~ Regression Estimate

NEW SD ~ RMS Error



Example:
Thie summary statistics for the female runners-at a recent marathon are:

x= height AV, =65  SD,=3
- y= welght AV =120 8D, =10
‘ ' F=06 - L ' : C
The scatter dlagram is football shaped of the runness who are 70 inchés tall, what
percentage of them weight over 150 pounds?

Solution}

The new aveiagé ig %hg ;égreséion estimate of the W‘eight of a runner who is 70 inches
tall. It estimates the average.of-all of the y-values associated with x =70.

Using the regression equation, when x = 70, y =2(70)-10=130.

1. x=weight 4 (.6)x§-'=1
2. x=70 5. 10x1=10
3 39_§=§ 6. 10+120=130 -

The new average is 130: |

The new SD is the RMS Erro'r.
" RMS Brror = 1= - SD, = 8
Now use the normal approximation. |
B2 130 o o8 |
5 |



